$$
t=[1,2,3,2,1]
$$

reversed $(t) \longrightarrow$ retums function
reversed $(t)==t$ FALSE since one is function and other is list $\operatorname{list}($ reversed $(t))==t$ True

$$
d=\left\{'^{\prime}: 1,{ }^{\prime} b^{\prime}: 2\right\}
$$

items $=i$ ter $(d \cdot i t \operatorname{mis}()) \quad$ items $=2 i p(d \cdot k e y s(), d \cdot v a l v e s())$
next $(i t e m s) \rightarrow\left(1 a^{\prime}: 1\right) \rightarrow\left(b^{\prime}, 2\right)$
Generators
Generator and fenentor Functions

$$
\begin{array}{ll}
\text { def plus_minus }(x): & t=\text { plus-minus (3) } \\
\text { yield } x & \operatorname{next}(t) \rightarrow 3 \\
\text { yield- } x
\end{array} \quad \operatorname{maxt}(t) \rightarrow-389
$$

A generator function is a function that yields values instead of veluming them
A nomal function vetums once; a generator function can yeld multiple times
A genestor is an ieestor created automatically by calling a genentor function
When a generator function is called, it rectums a genestor that iterates over its yields def evens (start, end):

$$
\text { even }=\text { stat }+(\text { stat } q 2)
$$

while even < end:
yield even

$$
\text { event }=2
$$

$$
\begin{aligned}
& \text { list }(\text { evens }(1,0)) \\
& {[2,4,6,8]} \\
& t=\operatorname{evens}(2,(0) \\
& \text { next }(t) \rightarrow 2 \\
& \operatorname{hext}(t) \rightarrow 4 \quad \operatorname{mext}
\end{aligned} \quad \text { met }(t) \rightarrow 8.69
$$

Genentors; Aerators
Generators can Yield from lessors
A yield from statement yields all values from an itestor or iterable list (a-then_b $([3,4],[5, b])$
def a then-b $(a, b)$ :
for $x$ in 2 : yield $x$
for $y$ in $b$ : yield
def. 2-then_b $(2, b)$ : def countdown $(k)$ : gould from 2 it $k \geq 0$ : yield from $b$
yield $k$ yield from countdown ( $k-1$ )

## 1.0/OTlli: ÍctuR: Olojects

Object-oriented Programming
A method for organizing Modular Programs

- Abstraction Bamers
- Bundling Together Information and related behavior

A metaphor for computation using distmbured slate

- each object has its own local shale
- each object also knows how to manage its own local stan, based on method calls
- method calls are messages passed between objects
- several objects may all be instrues of a common type
- different types may relate to each other

Specialized syn bx; Vocabuling to support this metaphor

## Classes

A class sexes os a template for its instances
Ideas: All bank accounts have a balauus
a. holder $\rightarrow$ 'Jim'
and an account holder; the account
2. balance $\rightarrow 0$
class should add those attributes to each newly created inshnus
a. deposit (is) $\rightarrow 15$

Ides: All bank acounks should have "withdraw" and deposit behavions that all work the same way
2. balance $\rightarrow 5$
a. withdraw (10) $\longrightarrow$ 'Insufficient funds'
Better (day): All monk accounts share a "withdnw" method and a "deposit" mathocl

## Class Statements:

$$
\begin{aligned}
\text { class } & \langle n a m u>: \\
& \langle\text { smite }
\end{aligned}
$$

A class statement creates a new class and binds that class to <name> in the first frame of the current environment.

Assignment; def statement in <suit> create attributes of the class (not names in frames)

$$
\begin{aligned}
& \text { class Clown: } \\
& \text { nose }=\text { 'big and red' } \\
& \text { def danu(): } \\
& \text { velum 'No thanks' } \\
& \text { Clown. nose } \longrightarrow \text { 'big and red' } \\
& \text { Clown.danu }) \longrightarrow \text { 'No thanks' } \\
& \text { Clown } \longrightarrow \text { the physical class }
\end{aligned}
$$

## Object Construction

Idea: All bank accounts have a balance and an account holder; the Account class should add those attribute to each of its instonus

$$
\begin{aligned}
& a=\text { Account ('Jim') a. balance } \longrightarrow 0 \\
& \text { a. holder } \rightarrow \text { 'Jim' }
\end{aligned}
$$

when a class is called

1. A new instance of that dass is created balanu:0 holder: 'Jim'
2. The -init_ method of the class is called with the new object as its first argument (named. self), along with any additional arguments provided in the call expression
class Account:
def - init_(self, account_holder)
self. balanu $=0$
self $\cdot$ holder $=$ account - holder

## Object I dentily

Every object that is an instance of a user-defined class has a unique identity:
$\left\{\begin{array}{l}a=\text { Account ('Jim') a balance }=0\end{array}\right.$
$b=A$ count ('Jack') b. holder $=$ 'Jack'
ever call to Account creaks a new Account instance. Only 1 Account class

## Method

Methods ak e defined in the suite of a class statement class Account:
def__init_ (self .account_ holder):
self balanu $=0$
self. holder $=$ account_holder
def deposit (self a a mount):
self. balanu $=$ self -balance + amount
retum self. bolawe
def withdraw (self. amount)
if amount > self balanu:
1 rectum 'Insufficient
self. balance $=$ self. balance- amount
rectum self -balance
These def statements create function objects as always, but their names are bound as attributes of the class

## Invoking Methods

All invoked methods have access to the object via the self parameter, and so they can all access and manipulate the objects state class Account:

$$
\begin{aligned}
& \text { Account: } \overbrace \text { arguments } \quad \text { * self. Whalerer } \\
& \text { def deposit (self, account): } \\
& \text { self -balance = self- balance + amount } \\
& \text { rectum self-balanue }
\end{aligned}
$$

Dot notation automatically supplies the first argument to a method.

$$
\begin{aligned}
& \text { tom account }=\text { Account ( } \text { 'Ton' }^{\prime} \text { _ } \\
& \text { tom } \text { account }^{\text {deposit }} \text { (100) } \longrightarrow 100
\end{aligned}
$$

## Dot Expressions

objects review messages via dot notation.
Dot notation accesses attributes of the istance or its class. <expression?. <name>
The <expression> can be any valid Python expression.
The <name> must be a simple name
Evaluate to the value of the attribute looked up lay sname> in the object that is the

## Accessing Attributes

Using getattr, we can look up an attribute using a string

$$
\text { getattr (rom-account, 'balanu') } \longrightarrow 18
$$ hasattr (tom a count, 'deposit') $\rightarrow$ True

getattr and dot expressions look up a name in the same way
looking up an attribute name in an object may retum:

- one of its instance attributes, or
- one of the attributes of its class


## Methods and Functions

Python distinguishes between:

- Functions, which we have been creating since the beginning of the course, and
- Bound methods, which couple together a function and the object on which the method will be invoked
object + function = bound method


## 1019/19: Lectrase: Inhesilinee

## Deadline

HWY / lab/ HuG comp due Monday
Ans chedpoint due Tuesday, Early submission for Thursday
Terminology: Attributes, Functions, and Methods
all objects have attributes, which are name-value pair
classes axe objects too, so they have attributes
instance athribuk: attribute of an instance
class atmibuke: athibuke of the class of an instances


Python object system:
functions are objects
bound methods ar also objects: a function that has its fins parameter "yell" alvady bound to an instance
dot expressions evaluate to bound methods for class attributes that are functions <instance. <method _name>

Reminder: Looking Up Athibuks by Name <expression>. <name>
To evaluate a dot expression:

1. Evaluak the <expression> to the left of the dot, which yields the object of the dot expression
2. <name> is matched against the instance athibukes of that object; if an attribute with that name exists, its value is retumed
3. If not <name> is looked up in the class, which yields a class attribute value
4. That value is retumed unuss it is a function, in which case a bound method is retumud instead

## Assignment to Athibukes

if object is instance, then assignment sis instance attribute
if object is class, then assignment saks class athibule

$$
\begin{aligned}
& \text { class Account: } \\
& \text { interest }=0.02 \\
& \text { tom_account. interest }=0.08 \\
& \text { instance tribute assignment } \\
& \text { def_init_(self, holder): } \\
& \text { self. holder = holder } \\
& \text { spf. balance }=0 \\
& \text { tom }- \text { account = Account ('Tom') } \\
& \text { account } \text {. interest }=0.04 \\
& \text { class tribute arsigament } \\
& \text { tom account. interest } \rightarrow 0.02 \quad \text { jim_ account. interest }=0.08 \\
& \text { Account. interest } \rightarrow 0.04 \quad \text { tom_account } \text { intermit } \rightarrow 0.04 \text { (still) } \\
& \text { tom_acount. interest } \rightarrow 0.04
\end{aligned}
$$

## Inheritance

same athibuks of parent w/ some different special-cas beha vier
class <nam> (chose dis>):
<suite>
"sharks attributes", can override inherited characteristics

## Inheritance Example

class checking Account (Account):
with ${ }^{2}$ row $f$ fe $=1$
infect $=0.01$
def with draw (shf, amount)
rethum Account withdrew (sur, a mount + self-withdrw, fee)

## Looking Up Attribute Names <br> - if in class rectum athibite value <br> otherwise look in base class

## 10/11114-2rchu-Reprscutation

## String Rep

- An object should behave like kind of data meant to rep
- for instance, by producing string rep of itself
- all objects padule 2 string reps:
- str -legible to humans
- rpr-legible to Python intern
- often same, sometimes differ


## The rep string for an Object

repro cums python expression (string) that evaluates to an equal object
repp (object) $\longrightarrow$ sting
Nell $\rightarrow$ Roovoovo
$\operatorname{print}($ repp $(12 e 12))-12000000000$
$\operatorname{repr}(\min ) \longrightarrow$ built-in function $>$
The str sting for an object
Human ierbble stings:
half $=$ Fraction ( 1,2 )
$\operatorname{repr}($ half $) \longrightarrow$ Fraction (1, 2)
$\operatorname{sir}(h a l f) \longrightarrow ' 1 / 2$ '
result of calling sit on value is what Python mints using print function:


## Polymomhuic Functions

poly. fund: function that applies to many (poly) different forms (morph) of data
str and reps both polymorphic; apply to any object
reps invokes a zero-argument method - repp _ on its argument stor 1.
Implementing reps and str

- behavior of rep more complicated than invoking - reproon its argument:
an instance attribute called _repr_ is ignored! only class attributs are found
- hehavior of str is also complicated
- an instance called _ str_ is ignored
- if no _str - attribute is found, uses repp string
- str is a class, not a function

10/14/19:Lectur: Composition
Announcement

- Ants due trow ; thursday
- Howe due today
- HW : lab today

Linked list

- either empty or consists of first value ; rest of linked list

$$
3,4,5
$$



Linked List Class
linked list class: attributes passed it _init_ $\qquad$
class Link:
deft _ init_ (self, fist, rest = imply):
assert rest is link. empty or instance (rest, link)
self $\cdot$ fins $=$ fink
rethoms whether
shf - rest = rest
ernest is a link
happinstanu): rectum whether object is an instame or a subclass
s. fist $\rightarrow 3$
4. rest. rest = Link. empyr
s. rest. first $\rightarrow 4$

$$
s \rightarrow \operatorname{link}(6, \operatorname{link}(t))
$$

5. rest. rest. fins $\rightarrow 5$

$$
\operatorname{Link}(1, \operatorname{link}(\operatorname{Link}(2, \operatorname{link}(3)), 4) \longrightarrow\langle 1\langle 2\rangle\rangle
$$

Property Methods
© property
a second. setter
Tree class
has a babel; list of brunches; each branch is a Thee class True:
def_init_ (self, label, bronchus = []):

- salt label= table
for branch in brioches: assent is instevie (branch, Tree)
- sal. broudues $=$ list (branches)
all in a class inskad of methods!

1016|19- Lachout: Efficiency

- do HWS on a piece of paper for practice
- today is last day of content for midterm 2
- 2 sided sheets for midterm
- no BTrce class this sem

Measuring Efficiency
Recursive computation of the Fib sequence
def $f i b(n)$ :
if $n c=1$ :

$$
\text { retam } n
$$

$$
\begin{aligned}
& \text { fib }=\text { count }(f i b) \\
& \text { fib }(s) \\
& \text { fib.call_count } \rightarrow 1 s
\end{aligned}
$$

$$
\text { velum fib }(n-2)+\text { fib }(n-1)
$$

def count ( $f$ ):
def counted $(n)$ :
$\operatorname{coun} B \#$ of
counted. call_ count $t=1\}$ times its been
rehum $f(n)$
called
counted. call_count $=0$
rehum counted

Memoization
Idea: remember the results that have been computed before deft memo (t)

$$
\text { cache }=\{ \}
$$

$$
f i b=\operatorname{counted}(f i b)
$$

def memoized ( $n$ ):

$$
\text { counted_fib }=f i b
$$

if $n$ not in cache: $\}$ saves in cache

$$
\begin{aligned}
& f i b=\operatorname{memo}(f i b) \\
& f i b=\operatorname{count}(f i b)
\end{aligned}
$$

velum cache [n]
rehum memoized

Exponentiating
Goal: one more multiplication lets us double the problem size def exp $(b, n)$ :
if $n==0$ :
rectum 1
else:

$$
b^{n}=\left\{\begin{array}{c}
1 \text { if } n=0 \\
b \cdot b^{n-1} \text { otherwise }
\end{array}\right.
$$

rectum $b * \exp (b, n-1)$
def exp-fast $(h, n)$ :
if $n==0$ :

$$
b^{n}= \begin{cases}1 & \text { if } n=0 \\ \left(b^{1 / 2 n}\right)^{2} & \text { if } n \text { is even } \\ b \cdot b^{n-1} & \text { if } n \text { is odd }\end{cases}
$$

retuml
elf $n q 2=20$
return square (exp-fost $(b, n \| 2)$ )
def $\operatorname{squax}(x)$ :
else:
retum $b * \exp -$ fast $(b, n-1)$

Linear Time:
Log Time:
doubling input $\rightarrow$ doubles time doubling input increases time by constant C

Orders of Growth
Quadratic Time
Functions that porous all pairs of values in a sequence of length n take quadratic time

| def overlap (a, b): |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| count = 0 <br> for item in a: <br> for other in b: <br> if item == other : <br> count += 1 | 4 | 0 | 0 | 0 | 0 |

Exponential Time
Tru-recursive functions an tore exponential time


Common Orders of Growth
a. $b^{n+1}=\left(a \cdot b^{n}\right) \cdot b$
$a \cdot(n+1)^{2}=\left(a \cdot n^{2}\right)+2 \cdot(2 n+1)$
$a \cdot(n+1)=(2 \cdot n)+a$
$a \cdot \ln (2 \cdot n)=(2 \cdot \ln n)_{t}$
$2 \cdot \ln 2$

Exponential Growth: recursive fib incrementing $n$ multiples time by a constant Quadratic froth. overlap
incrementing $n$ increases time by $n$ times a constant
Liner Growth slow exp.
incrementing $n$ increases time by a constant
Logarithmic Growth exp -fast
doubling n only increwarks time by 2 constant
Constant frowth increasing $n$ doesn't affect time

## Space and Environments

- Which environment frames do we need to keep during evaluation?
- At any moment these is a set of active environments
- Values and frames in active environment consume memory
- Memory that is used for other values and frames can be recycled

Active Environments

- Environments for any function calls currently being evaluated
- Parent envibuments of functions named in active environments

Efficiency:

market |  | $O(1)$ |
| :---: | :---: |
|  | $O(\log n)$ |
|  | $O(n)$ |
|  | $O\left(n^{2}\right)$ |
| slow |  |
|  | $O\left(b^{n}\right)$ |

## 10/18/19-inctur: Decomposition

## Separation of Concerns

- A design principle: Isolate different pats of a program that address different concems A modular component can be tested individually



## Restaurant search Data

## 10121/19- Jecture: Review

$t=\rightarrow$ mukable
Lists in Enviroument Dizgrams

## Assume:

$s=[2,3]$
$t=[5,6]$


Scheme Fundamentals
primitive expressions: $2,3.3$, true, + , quotient...
combinations: (quotient 102 2), (not true)...
numbers are self-evaluating, symbols ax bound to values
Call expressions induce an operator and 0 or more operands in parentheses
(quotient $10 \quad 2)>5 \quad\left(\begin{array}{llll}1 & 2 & 3 & 4\end{array}\right)$
(quotient $(+87) 5)>3>10$

$$
\begin{equation*}
1+1 * 3 \tag{*}
\end{equation*}
$$

7 (inkger? 2.2) \#f

$$
\begin{array}{r}
\left(+\left(\begin{array}{ll}
* & 4
\end{array}\right)\right. \\
(+35))
\end{array}
$$

$$
(+(-107)
$$

b))

757
(number? 3)
7 \#t
(number? t)
$>\# f$
(1) evaluate predicate, then consequence

Special Forms alkemative

A combination that is not a call expression is a special form:

- If expression: (if <predicate> <consequence> <alkmative>)
- and and or: (and $\left.\left\langle e_{1}\right\rangle \ldots\left\langle e_{n}\right\rangle\right)\left(\right.$ or $\left.\left\langle e_{1}\right\rangle \ldots\left\langle e_{n}\right\rangle\right)$
binding symbols: (dative <symbol><expression>)
new procedure: (define (<symbul><formal parameter) <body>)
$\underset{(* \text { pi 2) }}{(\text { define pi } 3.14)}$ pi $=3.14 \quad$ (assignment)

$$
\begin{aligned}
& \text { (*pi } 2 \text { ) } \\
& >6.28 \\
& \text { (define }(\text { abs } x) \text { ) (abs }-3) \\
& \left.\begin{array}{rl}
\text { (if }\left(\begin{array}{ll}
\langle & x \\
(-x)
\end{array}\right. \\
(x))
\end{array}\right\} \begin{array}{l}
>3 \\
\text { if uss than 0, mater }-x \\
\text { or else just return } x
\end{array}
\end{aligned}
$$

(dative $(\overbrace{\operatorname{squax} x})(x x x))$ squat $x$ bound to $x * x$
$>$ square

(derive $\left(\begin{array}{c}\text { avenge } x\end{array}\right)$

$$
(1(+x y) 2)
$$

(define (salt ${\underset{x}{)}}^{\text {var }}$
(define (update guess)
(if $=($ squat guess) $x$ )
guess
(update (average guess $(1 x$ guess $))))$ )
(update 1))
$\longrightarrow$ nuns vecussion helper
Lambda Expressions
Lambda expressions evaluate to anonymous procedures
(lambda (<fomal-pavmeters >) <body>)
Two equivalent expressions:
(define (plus $4 x)(+x y)$ )
(define plus $4($ lambda $(x)(+x y))$ )
An operator can be a call expression foo:
$\underbrace{((\text { lambda }(x y 3)(t x y(\text { squat } z)))}_{\text {evaluates to } x+y+z^{2}}(23)$
Lists

- cons: two-argument procedure that creaks a linked list (cons 2 nil)
- care rectums $1^{\text {st }}$ element of list
- car: resumes rest of list
- nil: the empty list
* scheme lists written in parenthesis wi elements separated by spans

$$
\begin{aligned}
& (\text { cons } 1(\text { cons } 2 \text { nil }) \xrightarrow{>(12)} \xrightarrow{11]}
\end{aligned}
$$

(define $x($ cons 1 (cons 2 nell))
$x$

$$
7(12)
$$

$$
\begin{aligned}
& ((a r x) \\
& \geqslant 1 \\
& (\operatorname{car} x) \\
& \geqslant 2 \\
& (\operatorname{cons} 1(\operatorname{cons} 2(\operatorname{cons} 3(\operatorname{cons} 4 \text { nil })))) \\
& (1234)
\end{aligned}
$$

$($ defining $s($ cons $1($ cons 2 nil $)))$

$$
\begin{aligned}
& \rightarrow s \\
& >(12) \\
& (\text { cons } 35) \\
& (312)
\end{aligned}
$$

$$
(\text { cons }(\text { cons } 4(\text { cons } 3 n))
$$

$$
((43) 12) \rightarrow \square
$$

$$
\xrightarrow{\substack{3 \nabla}} \xrightarrow{(\operatorname{car}(\operatorname{cor}(\operatorname{cons}(\operatorname{cons} 4(\operatorname{cons} 4(\operatorname{cons} 3 n)))}\left(\begin{array}{ll}
4 & (\operatorname{cons} 3 n))))
\end{array}\right.
$$

(cons (cons mil))

(list 12344$)$
(1) 21 $\square$ 317 av

Symbolic Programming
Using text in Scheme:
(list ' $a$ ' $b)-(a b)$
' $(a b c) \rightarrow(a b c)$ or (quot a)
$\left(\right.$ (ar $\left.{ }^{\prime}(a b c)\right) \rightarrow$ a
$\left(c d r{ }^{\prime}(a b c)\right) \rightarrow(b c)$

10| $211 \mid 19: E \times(2 p p h(0) \lambda\}$
Handling Enos
Sometimes computer programs in non-standard ways

- A function recieves an argument value of improper type
- Some vsoure is not available
- network connection lost in the middle of ada hansmission

Exceptions

- Builtin mechanism in a programming language to declare and respond to exceptional conditions
- Python raises exuption whenever error occurs
- Exceptions can be handed by the program, preventing the interpreter from halting
- Unhandled exuptions will cause Python to halt execution and print a stack trace
Masking Exuptions
- Exceptions are objects! They have classes with constructors
- They enable non-local continuations of control:
- If $f$ calls $g$ and $g$ calls $h_{1}$ exceptions can shift control from $h$ to $f$ whout waiting for of to velum

Assert Statements
Assert Statements vise an exception of type Assertion Enow assent <expression>, <string>
Assertions ax designed to be used liberally. They can be ignoud to increase efficiency by nenning Python with the -0 flag.
python 3-0
assent False, 'Error' — debug $\rightarrow$ False AssertionEnor False

Raise statements

- Exceptions are vised with a raise statement vise <expression>
- <expression> must evaluate to a subclass of Base Exuphion or an instance of ore
- Exceptions ax constructed like any other object

Typentror - function passed w/ wrong number/argument type abs ('Hello') ; Type Enol
Namenoror - A name wasn't found
'hello' $\rightarrow$ Namesior, hello is not defined
KeyEmor - A key wasn't found in a dictionary \{\}['hello']
RuntimiEnor - Catch all for troubles during interpretation
$\operatorname{def} f(): f() \rightarrow$ RunntimuFrror

Try statements
Thy statements handle exceptions
try:
<try suite>
exupt <exuption class> as <name>: <exupt suite>
Execution Rule

- The <try suite> is executed first
- If, during the course of executing the <try suite> an exception is noised that is not handled otherwise, and
- If the class of the exception inherits from <exception class>, then
- The <except suite> is executed, with shames bound to the exception


## Handling Exceptions

Exception handling can prevent a program from terminating try:

$$
x=1 / 0
$$

except ZeroDivisionError as e:

$$
\left.\operatorname{print}_{x=0}(' h a n d l i n g ~ a ' ~ t y p e l e)\right) ~
$$

## Multiple Try statements:

control jumps to except suite of the most recent try statements that handles that type of exception def invert ( $x$ )
$y=1 / x$
print ('Never printed if $x$ is $0^{\prime}$ ) rectum $y$
def invert-safe (x): try:
retum invert $(x)$
except LeroDivisionEmor as e:
print ('handled', e) rectum 0

## 10|0119-1ectux: Calculator

Announcements:
Guerilla for thur
tum in HW!
project next weak!

## Programming Languages

compiler can execute many different languages
machine lanquage-invoke operations implemented by circuitry of PU
operations refer to hardware memory, no abstraction mechanisms
High level languages: statements interpreted by another program or compiled into another language
provide abstraction, naming, function defining, objects
abstract system details to independent hardware

## Metalinguistic Abstraction

- define new language tailond to particular type of application or problem domain
- Typ of application: Erlang was designed for concurrent programs, has built-in elements for expressing concument communication
- Problem domain: Medidwiki mak-up designed for generating static web pages Programming Language has:
Syntax: legal statements and expressions
Semantics: execution evaluation mile
To create a new programming langur, need
- Specification: document describing precise syntax
- canonical implementation: inkerpreev or compiler


## Parsing

## Reading Scheme Lists

task of parsing together elements creates a string of Pavis
takes kext and retums an expression test $\rightarrow$ lexical analysis $\rightarrow$ tokes $\rightarrow$ syntactical analysis $\rightarrow$ expression
ikertive process
checks malformed tokens
determines types of foleens
process one line@ time

- tree recursion
- balanus parenthesis
- rectums Tree structure
- process multiple lines


## Syntactical Analysis

identifies hienarchied structure of expression, nested each call to scheme_read consumes input tokens


11|014119-2csuys: |andespretors
The Structure of an Interpreter


Scheme Evaluation
The schume-eval function choose behavior based on expression form:
symbols in enviro

- gilf-cealuating expressions are resumed as values
- all other ak represented as Scheme lists, called combinations
if <predicate> <consequent> <alternatives>
lambda (<fomal-paramaky>) <body>)
(define <name> <expression>)
(<operator> <operand 0> ... <operand $k$ >)
(define (demos) (if (null? s) '(3) (cons (car s) (demo (cars))))) (demo (list 12))
$\rightarrow \pi \rightarrow$ 昭

Logical Special Forms
may only evaluate some sub-exp.
if: (if <pred> <cons.> calf>)
max to Coper

Quotation
quote special for evaluates to quoted expression, not evaluated (quote cexpression>) $($ quote $(+12)) \frac{\text { evaluates }}{\text { to }}(+12)$
<expression>
$11 / 06 \mid 19$ - Lecture: Tai| Caus
Dynamic Scope
lexical /static slope -ways names looked up, most typical way; see what name is by inspecting definition
lexical scope: parent of fame is envivo when prouder was defined dynamical scope: " "" "called
$($ define $f(1 a m$ and $(x)(x x y)))$
(define g (lambda $(x y)(f(+x x))))$ (93 7)

lExical scope: emos!
dynamic scope: parent for f's frame is g's frame in project 4)

$9 \longrightarrow \longrightarrow(x y)$


Tail Recursion
Functional Programming

- All functions are pure
- No reassignment, no mutable types
- No name bindings pemnaneat
- adv of functional programming
- value of exp is independent of order
- suberp evaluated paries / demand
- referential masposeney: dos not change when we substitute one of is suberp. no while / for statements

Recursion and levation
factorial ( $n, k$ ) ; computes: $n!+k$

| def factorial ( $n, k$ ): $\quad \frac{\text { Timelspau }}{\text { in } n==0 \text { : }}$ |
| :---: |
| $\begin{array}{l}\text { mar }\end{array}$ |

def factorial ( $n, k$ ):
while $n>0$ : $\frac{\text { fine space }}{\text { limit constant }}$
rehumk

$$
n_{1} k=n-1, k * n
$$

else: rectum factorial $(n-1, k+n)$ rectum $k$

- scheme is tale recursive!


## Tail call

tail call is a call in hail context:

- last body sub-exp in a lambda expression
- sub -ep $2 \frac{1}{3}$ in a tail context if expression all non-predicale sub- exp in ri context cond
- last sub-exp in a til context and, or, begin, let

$$
\left.\begin{array}{l}
\text { define }(\text { (accord } n k) \\
(\text { if }(=n 0) k \\
(\text { factorial }(-n 1) \\
(* k n)))
\end{array}\right\}
$$

* if tail recursive in scheme, then is linear span
Evaluate with Tail Optimization

11/08/19-Leunx:

A scheme Expression is a scheme List
Scheme programs consist of expressions, which can be:
-primitive expressions: 23.3 true + quotient
combinations: (quoticut 10 2) (not mes)
The built-in sememe list date structure (which is a linked list) (ah represent combination
(list 'quotient 10 2)
(quotient 10 2)
(eval (list' 'quotient 10 2))
5

$$
\begin{aligned}
& (\text { list }+12) \quad(\text { list } '+12) \quad(\text { list } '+1(+23)) \\
& L(*[+] 12) \quad L_{0}(+12) \quad L_{0}(+15) \\
& \text { (def (fact n) } \\
& \text { if }(=n o) 1(* n(\operatorname{bect}(-n 1))))) \\
& (\text { fact } 5) \rightarrow 120 \\
& (\text { fact }-\exp 5) \rightarrow \\
& \text { (define (fact }-\exp n \text { ) } \\
& \text { if } \left.\left.(=n 0) \text { । }\left(\text { list }^{\prime} * n(\text { fact }-\exp (-n 1))\right)\right)\right) \\
& (* 5(* 4(* 3(* 2(x 1)))))
\end{aligned}
$$

Macros Perform Code Transformations
A macro is an operation pertomed on the souse code of a program before evaluation.
Macros exist in many languages, but ale easiest to define correctly in Lisp scheme has a detine-macw special form that defines a source code transformation
(defilu-mach (twin expr)) (twice (print 2))
(list 'begin expo expo) 22
Evaluation prouduse of a macro call expression:
Evaluate the operator sub-expression, which evaluates to a macro call the macro procedure on the operand expressions wort evaluating first Evaluate expression retumed from the maser procedure

Macro. Crash course
(1) Evaluate what you want it to rectum
(2) quasiquole everything
(3) unquote all the variables and the numbers, keep the function names and arithmetic symbols since you actually want them

$$
*_{1}(\operatorname{carcases})
$$

Macros
(if (condition) ,consed) (s))

* quasiquote everything
if want word T leave alone
if want the variable $\rightarrow$ on unquote
for var in seq (fen))
'(map, fen seq)
$(\Theta, x, 2)$
[. would look for vinidele $x$ )
(isit'mose fan sex)

without macros:
(define (twile expr) (list 'begin expr expr)) (define-macw.....) (hwile '(print 2))
$\left\{\begin{array}{c}(\text { eval (hwile '(print 2))) } \\ 2 \\ 2\end{array}\right.$ (twile (print 2))
maccos take can of not doing this twile

For Macro
Defim a macw that evaluates an expression for each value in a requence (detime (map fu vals) (if (null? vals)
c)
(cons (fu (ar vals))
$($ map $\operatorname{mn}(c a r$ vals $))))$
$\left(\operatorname{map}(\operatorname{lambda}(x)(* x x)){ }^{\prime}(2345)\right)$
(defilu-macr (for sym vals expr) (list 'map (list ' lambda (list sym) expr) Vals))
(for $\left.x^{\prime}(2345)(* x x)\right)$
Quasi-Quoration ,
'(abc) 'quoks evenything
Labc
(define expr ' $(* x x)$ )

- (abc)
expr
$L(a b c)$
'(lambda (x), expr)
- $(a, b c)$
$\square(a 2 c)$


## Big theta and Big O Notation for OrCas of Growth

- Exponential frowth eq. recursive fib $\theta\left(b^{n}\right)$
incrementing $n$ multiplies time by a constant
Quadratic finowth es overlap
incrementing $n$ inerasses time by $n$ times a constant $\theta\left(n^{2}\right)$
- Linear growth es solo exp
incrementing $n$ incraxs time by a constant $\quad \theta(n)$
Logarithmic growth eq. slow exp
incrementing $n$ increases time by a constant $\theta(n)$
- Constant frow th increasing $n$ doesn't affect time $\theta(1)$


## sequence operations

Map, filter, and reduce express sequence manipulation using compact expressions
ex: sum all primes in an internal from a (incursive) to $b$ (exclusive)

$$
\text { deft sum_primes }(a, b) \text { : }
$$

ford $=0$
$x=$ a
def sum- primes $(a, b)$ : rethem sum (filler (is-prime, range ( $2, b)$ ))
while $x<b$ :
if is-prime $(x)$ :
for l $=$ |old $\mid x$

$$
x=x+1
$$

rectum total
spar: $\theta$ (1)

## Streams are Lazy Scheme Lasts

A stream is a list, but the rest of the list is computed only when needed

$$
\begin{array}{ll}
(\text { (ar }(\text { cons } \mid \text { mil })) \rightarrow 1 & (\text { car }(\text { cons-stream } \mid \text { nil })) \rightarrow 1 \\
(\text { car }(\text { cons } \mid \text { mi })) \rightarrow 0 & (\text { car -stream }(\text { cous-stream } 1 \text { nil })) \rightarrow() \\
(\text { cons } \mid(\text { cons } 2 \text { nil })) & (\text { cous-stream } 1(\text { cons-stream } 2 \text { nil }))
\end{array}
$$

Eros only occur when expression is evaluated:
(cons 1 (cons ( 110 ) nil)) $\longrightarrow$ error
(cons-shream I (cous-stream $(110)$ nil $) \longrightarrow(1$. \# (promise not foxed))
$($ car $($ cons-shream $1($ cons -stream $(110)$ nil) $) \rightarrow 1$
(car-stream (cons-shream I (cous-stream (1 10) nil)) $\rightarrow$ error
Streams Ranges an Implicit
A stream can give on-demand access to each element in order

```
(define (range-stream a b)
    (if (>= a b)
        nil
        (cons-stream a (range-stream (+ a 1) b))))
(define lots (range-stream 1 10000000000000000000))
scm> (car lots)
1
scm> (car (cdr-stream lots))
2
scm> (car (cdr-stream (cdr-stream lots)))
3
```


## Integer stream

- An integer stream is a stream of consecutive integer
- The rest of the stream is not yet computed when the stream is created (define (int-stram stream)

$$
\text { (cons-sixam start }(\text { int -stream }(+ \text { stat 1)))) }
$$

Recursively Defined Stream
The rest of a constant stream is the constant stream
(define ones (cons-stream I ones))
Combine two streams by sepanting each into car and cdr (define (add-streams $s t$ )

$$
\begin{aligned}
(\text { cous-stream }(t & \text { cars) }(\text { car } t)) \\
(\text { add -stream } & (\text { cdr }- \text { stream s) } \\
& (\text { cdr }- \text { stream } t))))
\end{aligned}
$$

(define inks (cons-stream I (add-stream ones inks)))

## Higher-Order Functions on Streams

implementations ax identical, but change cons to cons-stream and car to calr-stream

```
(define (map-stream f s)
    (if (null? s)
        nil
        (cons-stream (f (car s))
            (map-stream f
                                (cdr-stream s)))))
    (define (filter-stream f s)
    (if (null? s)
        nil
        (if (f (car s))
            (cons-stream (car s)
                        (filter-stream f (cdr-stream s)))
                (filter-stream f (cdr-stream s)))))
(define (reduce-stream f s start)
    (if (null? s)
        start
        (reduce-stream f
                                    (cdr-stream s)
                                    (f start (car s)))))
```


## Database Management Systems

Database management systems (DBMS) ax important Table is a collection of records
SQL most widely used, decantive

## Declantive Programming

In dedantive languages such as SQL; prolog

- a "program" is a description of the desived result
- interpreter figures out how to generate result In an imperative language such as Python; Scheme
a "program" is a description of computational process
- the interpreter caries out execution) evaluation miles
creak table cities as

select "west coast" as region, name from cities where longitude $\rangle=$ us union name from cities where longitude $<115$
Cities:

| Latitude | Longitude | Name |
| :---: | :---: | :---: |
| 38 | 122 | Berkeley |
| 42 | 71 | Cambridge |
| 45 | 93 | Minneapolis |


| Region | Name |
| :---: | :---: |
| west coast | Berkeley |
| other | Minneapolis |
| other | Cambridge |

## SQL overview

soak language is ANSI and 1 so standard, but DBMS
a select stakment creaks a new table
a create table gives global name to a table
most important action is select statement

Selecting Valve liters
A select statement always includes a comma-separated list of column descriptions
A column description is an expression, optionally followed by as and a column name select [exp] as [name], [exp] as [name];
Selecting lifers creaks a one-row table
The union of $L$ select statements is a table containing the rows of both of their results
select "abrham" as parent, "barack" as child union; select "abohrm", "clinton" union",

| select "abraham" as parent, "barack" as child union |  |  |
| :--- | :--- | :--- |
| select "abraham" | , "clinton" | union |
| select "delano" | , "herbert" | union |
| select "fillmore" | , "abraham" | union |
| select "fillmore" | , "delano" | union |
| select "fillmore" | ,"grover" | union |
| select "eisenhower" | , "fillmore"; |  |
|  |  |  |



A create table statement gives the result 2 name

## select Statements Project Existing Tables

A select statement can specify an input table using a from clause A subset of the rows of the input table can be selected using a when clause
An ordering over the remaining wows can be declared using an order by clause
Column descriptions determine how each input row is projected to a result row
select [exp] as [name], [exp] as name... a- creates table select [column] from [able] When [conc] order by [order]; select child from parents where parent = "abrham";
-selects children column where parent is abraham
C select parent from parent where parent > child
select parents from parent bible where parent is alphabetically before child

## Anthmetic in Select Expressions

In a select expression, column names evaluate to how values Arithmetic expressions can combine row values and constants create table lift as
select 101 as chair, 2 as singh, 2 as couple union
select $102,0,3$ union
select $103,4,1$ i
select $\underbrace{\text { chair, }}_{\substack{\text { chair } \\ \text { \&t }}} \underbrace{\text { single }+2 * \text { couph }}_{\text {tola l }}$ as $\underbrace{}_{\text {total }}$ from lift;

| chair | total |
| :---: | :---: |
| 101 | 6 |
| 102 | 6 |
| 103 | 6 |

TKL亻\& Gq -Tables

Two tables A:B ax joined by a coma to yield all combos of a row from $A$ and row from $B$

```
create table dogs as
    select "abraham" as name, "long" as fur union
    select "barack" , "short" union
    select "clinton" , "long" union
    select "delano" , "long" union
    select "eisenhower" , "short" union
    select "fillmore" , "curly" union
    select "grover" , "short" union
    select "herbert" , "curly";
create table parents as
    select "abraham" as parent, "barack" as child union
    select "abraham" , "clinton" union
    ...;
```

Select the parents of curly-furred dogs
select parent from parents, dogs makes roble $\omega$ ) all combos of where child = name and fur = "cully"; 2 rule rows joined
their children select the names
only ones that ax curly
select * from parents, dogs
whir child = name;
sonly rows of table where name of one is child of other (biscially group)

Joining Table with Itsaf
fist second
select 2.child as first, b. child as second from paxuts as a, parents as $b$
where a.parnt $=b$.parent and a.child $<b$.child
Joining Multiple Tables
Multiph Tabus can be joined to yield all combos of rows from each
create table grandparents as
select apparent as grandog, b. child as granpup from parents is a, paxuts as $b$
where $b \cdot p a n+=2 \cdot$ child
select all grandparuls w/ same fur as grandchildren
select grandog from grudparuls, $\operatorname{dog}$ as $c$, $\operatorname{dog}$ as $b$ where c. name=grandug and
a. name = grandpup and
c. fur $=d \cdot$ fur

Numenie2l Expression
Expressions can contain function calls and arithmetic operators [exp] as [name], [expression] as [name],
select [colums] from [ruble] where [expression] order by [expression];
combine values: $t_{1}, \ldots, 1, q_{1}$ and, or
transform values: abs, wound, not,
compare values: $\left\langle_{1}\langle=,\rangle_{1}\right\rangle=,\langle \rangle_{1}!=$
create table cold as
select name from cities when latitude $>=43$;
create table distances as
select a.name as first, b. name as second,
60 * (b. 12 titude - a. Attitude) as distance
from cities as $\partial$, cities as b;

String Expressions
String Value can be combined to for longer strings 0 select "hello." II "would";

Basic string manipulation is built in SQL create table phrase as select "hello, would" as $s$;
select subsir $(s, 4,2)$ II substr $(s, \operatorname{intr}(s, "$ " $)+1,1)$ from phase;
strings can be used to represent structured values, create table lists as select "one" as car "two, three, ur" as cdr; slut subito (ctr, 1, instr (cdr, ", ") -1) as cadre from list;

11/20/19- Aggregation
Aggregate Functions
select [columns] from [table] when [expression] order by [expression];

$$
\mathrm{V}
$$

[expression] as [name], [expression] as [name], ...
An aggregate function in the [columns] clause computes a value from a group of rows

select $\max$ (lugs) from animals; 4
select $\max$ (legs-weight) +5 from animals;
1
select max(lugs), min(weight) from animals;

$$
416
$$

select $\max$ (weight) - min(lugs) from animals;

$$
-2
$$

select $\min$ (lugs), $m a x$ (weight) from animals where kind $\langle>$ 'tree'
select $\operatorname{avg}(\mathrm{kge})_{3.0}^{20}$ from animals;
select count (*) from animals;

$$
6
$$

select count (distinct legs) from animals;

$$
2
$$

select sum (distinct weight) from animals;

$$
4
$$

Mixing Aggregate Functions and Single Values
An aggregate function also selects a row in the table select max(weight), kind from animal;

$$
1200 \text { If -rex }
$$

select min (kind), kind from animals;
cat lat cat
select $\max (u q s)$, kind from animals;
4) cat * no clear answer*
select avg(weight), kind from animals;
2009.3 1t-vex

Groups
Grouping Rows
Rows in a table can be grouped, and aggregation is pertormed on each group
select [columns] from [table] group by [expression]
having [expression];
The number of groups is the number of unique values of an expression
select legs, max (weight) from animals group by legs;

| legs | max(weight) |
| :---: | :---: |
| 4 | 20 |
| 2 | 12000 |

animals:

| kind | legs | weight |
| :---: | :---: | :---: |
| $: \operatorname{dog}^{2}$ | 4 | 20 |
| cat | 4 | 10 |
| ferret | 4 | 10 |
| parrot | 2 | 6 |
| penguin | 2 | 10 |
| t-rex | 2 | 12000 |

## 11/22/19-Databaces

Creak Table


## Examples

(REATE TABLE numbers ( $n$, note):
Lever n gets a note

CREATE TABLE numbers ( $n$ UNIQUE, not):
Levers a gets unique nov only
CREATE TABLE numbers ( $n$, note DEFAuLT "no comment")
I debut comment is none

## DROP table



## Insert

For a table $t$ with 2 columns
to insert into 2 column:
insert into t (column) values (value)
to insect into both columns:
insert into $t$ values (value, value l):


update primes SET prime $=0$ where $n>2$ and $n<e 2=0$

## Delete


delete from prime when prime =0;

Python : SQL


SQL injection attack
name = 'Robert'); Drop table students; .-" cold = 'INSERT INTO Students VALUES ( $" 1+n a m e+")$;" db. execute script (c md)
$\longrightarrow$ insent into Students VALUES ('Robert'); prop table students;--'); would become deleted

* inskad * db. execute ("resit into students values (?)", [name])

